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Figure 1: Our VR experimental conditions consisted of two levels of visual density (high, low), spatial sizes (landscape, room), and
realism (high, low). Rows 1 and 2 demonstrate two levels of realism. Scenes with lower visual density are shown in Columns 1 and 3.
Columns 2 and 4 have higher visual density. The left two columns demonstrate the lower spatial size setting (room), and the right two
columns demonstrate the higher spatial size setting (landscape).

ABSTRACT
Rotation gain is a subtle manipulation technique commonly em-
ployed in Redirected Walking (RDW) methods due to its superior
capability to alter a user’s virtual trajectory. Previous studies have
reported that the imperceptible ranges of rotation gains are influ-
enced by various factors, resulting in different detection threshold
values, which may alter RDW performance. In this study, we focus
on the effects of scene visual characteristics on the rotation gain and
rotation gain thresholds (RGTs), which have been less explored in
this area. In our experiments, we focus on three visual characteris-
tics: visual density, spatial size, and realism. Each characteristic is
tested at two different levels, resulting in a design of eight distinct
VR scenes. Through extensive statistical analysis, we find that spa-
tial size may influence user perception of rotation gain in different
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virtual environments (VEs), though the effect appears to be small.
No significant results of sensitivity differences were found for visual
density and realism. We show that the short-term temporal effect is
another predominant factor influencing user perception of rotation
gain, even when users experience different visual stimuli in VEs,
such as different scene visual characteristic settings in our study.
This result indicates that users’ adaptation effects on rotation gain
can occur in as short a time as overnight intervals, rather than over
weeks.
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1 INTRODUCTION
In the domain of virtual reality (VR), real walking remains the
most natural and intuitive way of navigation in a large virtual en-
vironment (VE) [5]. However, the intricate and confined physical
space in which the user is situated to experience VR applications
constrains the potential for unrestricted movement. To tackle this
challenge, researchers have explored Redirected Walking (RDW)
methods [2, 19, 30, 41, 49, 53, 63, 64, 66, 67], aiming to grant users
greater freedom for physical walking when exploring virtual scenes.
Among all RDW methods, rotation gain [49] has consistently been
the most commonly employed subtle manipulation technique due to
its superior capability in manipulating a user’s virtual trajectory. It
controls the ratio between user’s virtual rotation rvirtual and physical
rotation rphysical : gr =

rvirtual
rphysical

, gr ∈ R at user yaw-axis movements.
In fully immersive VEs, VR users rely on optical flows [31, 61]

of the scene as the main visual cue to perceive their self-motion
and self-orientation when rotating in place. However, applying too
large or small rotation gain creates a severe mismatch between self-
motion and visual cue, inducing motion sickness [51]. Thus, to
minimize this effect, some studies [11, 65] have explored the impact
of different visual factors, including field of view and vignetting
type, on the perception of rotation gain and its thresholds. As a result,
these experiments found that the discrepancies of Low Detection
Threshold (LDT) and High Detection Threshold (HDT) vary in
the range of

[
0.64,0.88

]
, and

[
1.24,1.33

]
respectively. The LDT

and HDT are referred as rotation gain thresholds (RGTs) [65]. To
date, several visual factors that influence this perception have been
identified. While Paludan et al.[44] found that the visual density
of objects had no significant effect, using a visually detailed VE as
a control scene led to a marginal reduction in the user’s perceived
rotation speed. To address this gap, we explore user perception
within VE scenes to identify potentially influential attributes.

In the field of RDW, the visual characteristics of a scene, such
as realism [28, 57], visual density [44], and spatial size [26, 27]
have been shown to influence detection thresholds (DTs) in transla-
tion and curvature gains. These studies suggest that manipulating
visual factors within VEs can alter users’ cognition in VR [36],
potentially increasing their tolerance for redirection. User cogni-
tive performance differences across VR scenes can be explained by
Attention Restoration Theory [23], which posits that natural environ-
ments demand fewer cognitive resources and offer greater mental
health and restorative benefits [6]. While Newman et al.[40] indi-
cates that high graphical realism and specific virtual environment
types can significantly impact affective responses and user percep-
tions, Mostajeran et al.[38] hypothesized that users might possess
greater attentional capacities and a higher tolerance for redirection
in virtual nature environments, potentially leading to higher DTs.
Although their findings showed no effect of VE type on curvature
gain, substantial evidence in environmental research highlights the
varying cognitive perceptions of VR environments. Nonetheless, spe-
cific environmental factors, such as the angle of declination (AoD)
that describes spatial size [26], and their potential impact on visual
salience [1] in the context of rotation gain remain unexplored beyond
the field of psychology.

Unlike translation and curvature gains, which generate transla-
tional optical flow, users must rely on their cognition of spatial size

and perception of environmental characteristics like realism and
visual density to perceive rotational flow. We hypothesize that these
three visual characteristics, which are strongly tied to the visual
comprehension of the scene, can significantly impact rotational flow
perception. To the best of our knowledge, the effects and interactions
of these three visual characteristics on the perception of rotation gain
remain unknown, and RDTs may vary under different VE conditions.
Exploring these three visual characteristics is crucial for optimizing
virtual content and providing guidelines for RDW-related applica-
tions. Therefore, we pose the following research question: How do
the spatial size, visual density, and realism of virtual environments
affect users’ perception of rotation gain in VR?

In this study, we answer our research questions by conducting
comprehensive experiments. Following the methodology employed
in prior studies for measuring rotation gains [44, 60, 65], we have
made a within-subjects design with these three independent visual
characteristics and established 23 experimental conditions, each
consisting of two levels of visual density, spatial size, and realism. To
mitigate the carry-over effects of simulator sickness [51], each user
has tested on four consecutive days, with an overnight break after
every two sessions. We first estimate the RGTs with standard logistic
psychometric function based on users’ responses to perceived speed
(i.e., gain). Then, a linear mix model (LMM) [35] analysis method
was utilized to verify our main research question.

Finally, we show that (i) spatial size is a potential factor that
influences user perception of rotation gain, (ii) No significant results
of sensitivity differences were found in visual density and realism,
and (iii) a user adaptation effect, in overnight breaks has a higher
influence to the RGTs compared to scene visual characteristics.

2 RELATED WORKS
2.1 Human Perception of Visual Characteristics in

Virtual Environments
Human perceptions of visual characteristics in VEs are often the
keys to study, together with biological and physiological sensory
sensitivities [17, 32] in VR-related scenarios. In RDW, examining the
effect of visual characteristics is non-trivial, as [49, 53] demonstrated
that users can tolerate a certain amount of inconsistency between
proprioceptive sensations and visual elements in immersive VEs. In
the aspect of geometry recognition, Sun et al.[54] suggest that, by
distorting the appearance of the geometry in VR, the user’s physical
movement can also be redirected. In addition, Nakamura et al.[39]
found that eye movement trajectories tend to concentrate on specific
areas such as edges and corners when humans are recognizing 3D
objects in VR. Similarly, Otake et al.[43] suggested that speed in a
hallway with few visual cues appears to be slower than in a hallway
with more visual information. Vaziri et al.[57] also stated that the
observation condition (whether the scene is viewed through the VR
device or not) has a significant impact on distance perception. Still,
the visual realism of the observed scene does not have a noticeable
effect on perception. While [9, 61] suggest that, the optic flow fields
incurred by the motion parallax can be used for manipulating the
user’s movements in VEs, several studies [13, 50, 52] had shown
that optical flows induced were proven to be the root cause of VR
simulator motion sickness (vestibular disorders).
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Figure 2: Standard procedure and task that each participant
was required to accomplish in one experimental trial.

In psychology, previous works [40, 56] have shown that the re-
alism of environmental presentations affects user perceptions, and
the type of environment can also influence attention, potentially
inhibiting or facilitating cognitive performance [38]. Several studies
[37, 40] compared exposure to immersive videos of a forest and an
urban environment and found lower mood disturbances, reduced
simulator sickness, and a greater sense of presence in the virtual
nature environment. Nevertheless, there were only a few works that
studied the psychological effect of these scene visual characteristics
on human locomotion, especially in RDW-related techniques.

To investigate the influence of scene visual characteristics, Kim
et al. [26, 27] explicitly designed three different spatial sizes of the
VEs, and found users perceived different translation gain thresholds
in different VEs. Zhang et al. [67] also found that LDT and HDT
for the translation gains are both closer to the point of subjective
equality (PSE) value in the 360◦ video environment compared to
the computer-generated environment. In the context of curvature
detection gains measurement, Rothacher et al.[46] found that the
human curvature gain sensitivity is correlated to the virtual visual
gait and this effect was further validated in Lee’s [31] recent work.
With shreds of evidence, we suspect different levels of visual density,
spatial size, and realism of a virtual scene can affect the user’s
perception of rotation speed in a fully immersive VE.

2.2 Factors that Affect Rotation Gain Thresholds
in Redirected Walking

To guarantee that the applied gains are imperceptible to the user,
it is imperative to measure the detection thresholds for rotation
gain, i.e., rotation gain thresholds (RGTs) [65]. RGTs estimation
can be accomplished by fitting a psychometric function, based on
the responses from Two-Alternative Forced-Choice (2AFC) [18]
questions. To date, the RGTs applied on RDW steering algorithms
[2, 19, 30, 34, 49, 55, 63, 64, 66], are still heavily relied on the
empirical measurements from [7, 44, 53, 60, 67]. In these measure-
ments, the common detection thresholds for rotation gains are to be
applied between 0.64 and 1.26 (lower and upper bound). Recently,
Hutton et al. [21] demonstrated substantial variability in individ-
ual tolerance when using adaptive methods [16] to measure RGTs,
which can complicate the validation of studies involving multiple
effects. While much of the variability in RGT values is attributed
to individual differences, other factors have also been identified as

influential. For example, rotation speed [10], field of view (FOV)
and gender [11, 65], and user VR experience [45, 47] have all been
shown to affect RGTs. Additionally, differences in posture [47, 60]
and gain smoothing methods [12, 20] contribute to variations in
user noticeability, leading to different RGT outcomes. To address
these challenges, similar studies [26, 31] have opted for the constant
stimuli method [62] due to its stability and precision, particularly
in complex experimental conditions. In our study, we adopted this
approach to ensure consistent and reliable results.

Furthermore, in the analysis process, the interactive effect was
also found to be crucial in affecting the range of RGTs [11, 45]. The
repeated measures ANOVA technique is limited in accounting for
only one source of random variability, such as individual differences,
which can lead to less precise results. Consequently, recent research
by Robb et al. [45] and Venkatakrishnan et al. [58] has recommended
the use of linear mixed models (LMM) as a more appropriate method
for analyzing fixed and random effects in multivariate psychophysi-
cal experiments. In addition, the preliminary results from our pilot
studies suggested that the temporal variables likely influence the
estimation of RGTs in a four-day experiment. Therefore, through a
comprehensive analysis design, our study seeks to model the effects
between three scene visual characteristics, and the factor of temporal
variables of session and day, to the RGTs. Our study set [7, 8, 22, 53]
works apart, which primarily studied the impact of physical stimuli
and biological factors on users’ perceived rotation threshold. Our
work focuses on the scene visual characteristics and discusses the
effect of temporal variables in a controlled overnight experiment,
which has never been explored in a similar work [45].

3 EXPERIMENT PROCEDURE
3.1 Preliminary Experiment Settings
Virtual Scenes To answer our research question, the experimental
scene design had to encompass dimensions of spatial size, visual
density, and realism. A minimum of two-level designs is needed for
each dimension. Thus, we first considered the spatial size dimension,
following the concept of the AoD [26] and user fixation direction
pattern [1] in VR scene design. As [1] found, user fixation direction
in environmental scenes focuses more on the horizontal axis, so
we designed the landscape scenes with 5 degrees below the user’s
forward gaze to the scene’s horizon line. Conversely, in the room
scenes, the floor is positioned about 30 degrees below the user’s
forward gaze. For the visual density dimension, we followed [44]’s
setting where no prominent distractors were placed within the VE
in low levels, while visual distractors commonly associated with
indoor and outdoor environments, such as furniture and trees, were
placed in high levels. Distractors were placed 50 units away from
the VR avatar. To exploit the human visual perception of rendered
scenes [33] in the realism dimension, two levels of the scene were set
differently in terms of texture details, geometry fidelity, and shadows.
Notably, we maintained consistent light intensity across all scenes
by controlling the main directional light source. With the setting
above, we designed a total of 23 = 8 VR scenes in our experiment,
and the visual detail of each scene is depicted in Figure 1.

Apparatus We utilized an Oculus Quest 2 headset with con-
trollers as our primary experimental equipment. To develop eight
VR scenes, we employed Unreal Engine 5.1 64-bit, integrated with
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Figure 3: The effects of scene visual characteristics on the psychometric curve and rotation gain thresholds. * indicate significant
differences ( p<0.05).

the Unreal OpenXR Interface. The Head Mounted Display (HMD)
comes equipped with a default 6 Degrees of Freedom (DOF) position
and orientation-tracking system that Unreal Engine fully supports.
It was connected to a desktop computer via a lengthy cable that did
not impede participants’ movement, see Figure 2 (first step). All
VR scene content was displayed through Meta Quest Link at 60 fps
or higher. Both the left-hand and right-hand controllers were uti-
lized for experimental interactions. Participants used the ’X’, and ’Y’
buttons to respond to questions. Additionally, a real-time head-up
interface was designed to aid participants in decision-making, as
depicted in Figure 2 (third step).

Pilot Studies We first conduct a pilot study to determine the rea-
sonable measurement range of rotation gain values for the formal
user experiments. The range of reasonable gain values for mea-
surement should not be too narrow, as it would hinder the accurate
determination of the correct rotation gain thresholds. On the other
hand, the range should not be too wide, as it can lead to participant
discomfort and increase unnecessary measurements. Five partici-
pants aged 19 to 29 were recruited from the university for pilot
studies. Eleven levels of rotation gains ranging from 0.5 to 1.5 with
increments of 0.1 were randomly arranged in one block and tested
on each participant. Participants were required to experience a total
of 528 trials (8 scenes × 6 block repetitions × 11 levels of gain) and
fill out the Fast Motion Sickness (FMS) questionnaire [25] at the
end of each block. The details of each trial will be discussed later.

3.2 Experiment Details
Settings based on Pilot Results The FMS results showed that 4
out of 5 participants exhibited severe motion sickness after com-
pleting the second scene. Only 2 out of 5 participants completed
the experiments successfully. All participants verbally reported that
an extreme gain value caused severe vertigo feeling and the FMS
indicated that participants suffer from severe motion sickness after

30 minutes. Consequently, all the extreme values of 0.5, 0.6, 1.4, and
1.5 were removed from the experiment, and 8 experimental scenes
were rearranged over 4 consecutive days. On each day, participants
were required to complete two VR scenes which took about 30
minutes, including explanations, trials, breaks, and questionnaires,
following the empirical settings from previous rotation gain mea-
surement works [10, 60]. In the second round of the pilot study,
new settings with a total of 42 trials (7 levels of gains × 6 block
repetitions) were tested on each scene. In this round, all 5 newly
recruited participants completed the entire experimental procedure
with no severe motion sickness observed in FMS results. We then
carried out a power analysis for a one-tailed paired-samples t-test on
scenes and averaged them to determine the minimum sample size
required to achieve a statistical power of at least 0.80. With an alpha
level of 0.05 and a medium effect size (Cohen’s d = 0.5), the analysis
indicated that a sample size of 21 participants is needed. We finalized
the setting of our formal study by employing a within-subject study
on four consecutive days. The time difference between the two-day
experiments had to be overnight and the shortest interval of them
was set to 12 hours while the longest interval did not exceed 24 hours
from the previous one. Each participant has to go through (4 days x 2
sessions x 6 blocks × 7 gains) of trials to study the effect of (2 spatial
size x 2 realism x 2 visual density) scenes’ visual characteristics
on their perception of rotation gain. The orders of the scenes were
assigned according to the Latin Square [15] design. We implemented
this study design to balance out the adaptation effects [45] on the
perception of rotation gain across eight experimental scenes. This is
evident in our extensive analysis, which shows that users’ adaptation
effects can occur after an overnight break. (see Section 5).

Independent Variable In this study, the independent variables
encompass three aforementioned scene visual characteristics, each
with two levels of categorical variable mentioned in section 3.1. To
verify the effectiveness of our balancing design, we also studied
the temporal variable effects of Session, and Day on the perception
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Figure 4: The effects of day and session on psychometric curve and rotation gain thresholds. * indicate significant differences ( p< 0.05).

of rotation gain. This will further complement our experiment find-
ings and increase the reproducibility of our results. We separately
model scene visual characteristics and temporal variables to avoid
multicollinearity and over-fitting. To analyze the scene visual charac-
teristics with LMMs, a linear model was fitted using the SpatialSize,
Realism, and Visual Density as fixed effects and Day, Session, and
Block as random effects. Conversely, for temporal variables, the
fixed and random effects were reversed.

Dependent Variable For dependent variables, we mainly record
the user responses to the 2AFC questions, the user accuracy of 2AFC
questions in each block, and the user’s completion time of each trial.
These metrics are later discussed in Section 4 as they are significant
in justifying our experiment findings. A Shapiro-Wilk test confirmed
that all the collected data are normally distributed.

Task Design of Each Trial The task design of each trial is summa-
rized in Figure 2. A participant was first assigned a random rotation
gain ranging from 0.7 to 1.3 when the trial was started. They were
required to rotate in place before a head-up user interface was dis-
played for them to answer the 2AFC question. As sound effects were
found to have no impact on gain measurement [42], we employed
an audio indicator when the user’s rotation angle reached a prede-
termined limit. It was set at 65° to the left and right of the user’s
starting position, slightly exceeding the comfortable angle suggested
in a previous work [60]. In total, users were limited to rotating four
times with magnitude of +65° (right), -130° (left), +130° (right), and
-65° (left). Throughout the rotation, the maximum rotation speed
limit was set at 45°/s. An alarm sound is triggered when the user
rotates too quickly to prevent bias in the results due to rotation speed.
The head-up interface will pop out when the rotating task has been
completed, participants could use the controller to answer whether
they felt their yaw axis rotational speed in the VE was “Faster" or
“Slower" compared to the real environment. At the end of each trial,
the entire VR screen blackouts for one second to suppress the user’s

visual-cognition load [29]. Participants were free to remove their
HMD immediately if they felt dizzy, experienced motion sickness,
or had any other negative reactions.

3.3 Participants
Our study was approved by the board of ethics at Tsinghua Univer-
sity. The recruitment process was disseminated through school email.
During the participant recruitment process, we clearly outlined the
risks of motion sickness and other potential adverse reactions that
may occur during the experiment. To minimize the VR experience
learning effect on our study, we purposely indicated that participants
should not been exposed to any kind of HMD usage 15 days before
starting the formal study. All participants agreed with the terms by
signing the consent before joining our formal study. We recruited
29 participants (13 females), aged 19 to 31 (M = 23, SD = 2.34).
We focused on individual differences rather than the gender factors
in our study. All participants were students or staff members of
the university with diverse backgrounds. They all had normal or
corrected-to-normal vision and the average interpupillary distance
(IPD) was 60.24 cm. All of the participants successfully completed
the study.

3.4 Formal Study
In our formal study, participants were first required to complete a
Kennedy-Lane Simulator Sickness Questionnaire (SSQ) [24] at the
beginning of each experiment scene. We then explained the exper-
imental procedure and objectives to them. The entire experiment
commenced after we assisted the user in calibrating their interpupil-
lary distance (IPD) and donning the HMD. The height of the virtual
camera was calibrated based on the height of the participant in the
physical world. After entering the VR scene, participants first com-
pleted five practice trials (with gains of 1.0, 0.7, 1.0, 1.3, and 1.0)
to familiarize themselves with the stimulus; correct answers were
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provided to the participants for reference after these trials. Following
the practice trials, they took part in the formal experiments following
the aforementioned trial task design until all 6 blocks of the trial
were completed. After finished, each user was given a 10-minute
break. Users were directed to another room, where they could report
any post-VR simulator symptoms by completing the SSQ during
their break. Following the 10-minute break, they were instructed to
continue with a second VR scene and followed the same procedure
as before. At the end of each day, participants received compensation
of $5 for the half-hour experiment.

4 RESULTS
4.1 Psychometric Curve
For each participant’s response, we first computed the probability of
choosing ‘greater’ in the 2AFC question, denoted as "Probability"
in all the experimental curves following standard procedure from
previous works [10, 45, 60, 65]. This can be done by directly find the
maximum likelihood of our experimental data using the cumulative
normal distribution function with a sigmoidal-shape. The rotation
gain thresholds were estimated through the quickpsy version 0.1.5.1.
All 95% CI (confidence intervals) of parameters were found using
a non-parametric bootstrap procedure with 100 steps. We excluded
39 out of 232 fitted curves that were evenly distributed across 8
scenes, with a dropout rate of 10.75% in all of our studies, due to
the bad fitness of curves with high deviance value (deviance > 10).
The fitted psychometric curves of scene visual characteristics pooled
by partipicpants are shown in Figures 3a, 3b,3c, while the pooled
curves of temporal variable effect are shown in Figures 4a, 4b.

In our study, fitting a psychometric function estimates four pa-
rameters, (i) the PSE, (ii) the LDT, (iii) the HDT, and (iv) the slope.
The PSE is the point at which a participant perceives two stimuli as
being equal, resulting in a 50% probability of correct gain manipu-
lation detection. Inspired by previous work [45] we also provide a
discussion of the fitted curve slope as it indicates the sensitivity of
different studying effects on rotation gains. Fitting the function also
generates the study effects of PSEs and Slopes. Meanwhile, the LDT
and the HDT indicate a 25% and 75% probability of participants
detecting the presence of a rotation gain respectively, and they are
widely implemented in RDW algorithms. The regions covered by
LDT and HDT are shown with a grey background in Figures 3a,
3b,3c, 4a, 4b.

4.2 Linear Mixture Model
To analyze the significance of our study’s effects, we used a method
of fitting LMMs with both fixed and random effects [35]. Fixed
effects account for the influence of the manipulated (independent)
variables on the measured outcomes, while random effects account
for the unexplained variability due to individual differences (dubbed
as UserID) among participants. LMMs independently model each
participant’s response to the data. Random effects can be modeled
as random intercepts, allowing each participant’s model intercept
to vary based on the best fit to their data. The model fitting was
done with the lme4 1.1-35.3 package [3] and the best-fit model
was chosen with the buildmer 2.11 [48] package. Before fitting the
LMMs, we convert all the categorical variables into binary numerical

Table 1: Estimated PSE and DTs of eight experiment scenes

VE Configuration
25%
LDT

50%
PSE

75%
HDT

Room x Low Vis x Low Real 0.89 1.00 1.11
Room x Low Vis x High Real 0.88 0.99 1.11
Room x High Vis x Low Real 0.89 1.00 1.10
Room x High Vis x High Real 0.87 0.99 1.11
Landscape x Low Vis x Low Real 0.88 0.98 1.09
Landscape x Low Vis x High Real 0.84 0.96 1.09
Landscape x High Vis x Low Real 0.87 0.98 1.09
Landscape x High Vis x High Real 0.85 0.96 1.08

Table 2: Estimated PSE and DTs of Day and Session

Temporal Configuration
25%
LDT

50%
PSE

75%
HDT

Day 1 0.85 0.99 1.13
Day 2 0.87 0.99 1.11
Day 3 0.88 0.98 1.08
Day 4 0.88 0.97 1.07

Session 1 0.88 0.99 1.11
Session 2 0.87 0.98 1.08

variables. These Independent numerical variables were then grand-
mean centered and all individual data points with z-score exceeded
±3 were excluded as outliers following the steps from [45].

By fitting a LMM, we generate six parameters: (i) the intercept,
(ii) the Beta (β ), (iii) the standard error of Beta (Std. Error), (iv)
t-value, (v) p-value, and (vi) marginal r2. The intercept indicated
the baseline level of the dependent variables when all independent
variables (predictors) were zero. Beta explains the effect size of
each predictor variable on the dependent variable while the standard
error of beta explains the variance of it. t-value explains the ratio
of the estimated beta coefficient to its standard error, where the
larger t-value provides strong evidence against the null hypothesis.
In our study, the p-value demonstrates the level of significance of the
independent variables using the "Satterthwaite" method. Marginal
r2 (m.r2) was provided to explain the explanatory power of the
fitted model attributable to the fixed predictors. Statistics for the
best-fitting models are summarized in Table A and B (see Sections
4.3 and 4.4 for details).

4.3 Effect of Scene Visual Characteristics
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Figure 5: Boxplot of 2AFC questions accuracy of eight experi-
ment scenes. The 87% accuracy is depicted with a red dotted
line.
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Significant effects were found in the PSEs of Spatial Size and Real-
ism and no significant difference was found in Visual Density (see
Figures, 3d, 3f, 3h). In contrast to the PSE, only a significant effect of
slope in Spatial Size was observed but absent in Realism and Visual
Density (see Figure 3e, 3i,3g). The estimated PSE values and slope
values, with their corresponding 95%CI, are summarised in Table D.
The pairwise-significant difference demonstrates the PSE in the VR
scene with the room settings is higher compared to the landscape
settings. Similarly, the slope of the detection curve is steeper in
room scenes, indicating that participants have a higher sensitivity
to the manipulation compared to landscape scenes. This suggests
that Spatial Size had a meaningful effect on detecting rotation gain.
Although the PSE of Realism is significantly different, an effect of
the slope values between low and high realism scenes is absent, indi-
cating participants had similar sensitivities in both realism settings.
Overall, the mean rotation PSE and the rotation detection thresholds
of participants’ curves in eight experiment scenes are summarized
in Table 1.

To further study the effect of scene visual characteristics on RGTs,
the LDT and HDT values of each participant were further analyzed
with LMMs. Of the data points, 4.70% were removed as outliers.
Both best-fit models of LDT and HDT include Spatial Size, Visual
Density, Realism, and all their interactions as fixed effects. For LDT,
random effects include Day and UserID. For HDT random effects
include UserID, Day, and Block. In both LMM analyses of LDT and
HDT, no significant differences or interaction effects were found
for the scene’s visual characteristics. The fixed effects showed low
beta values and standard errors. The low t-values suggest minimal
evidence against the null hypothesis, and the p-values indicated no
significant differences among the studied effects.

To analyze the dependent variable of trial completion time in dif-
ferent scenes’ visual characteristics, we include the factor of rotation
gains (0.7 to 1.3) to study whether the intensity of rotation gain
applied, will influence the overall task completion and response time
of participants in one trail. The best-fit model includes all three scene
visual characteristics and their interactions as fixed effects, with the
random effects of Visual Density, Day, and Block. No significant ef-
fect nor interaction effect was observed. The best explanation would
be that participants experienced and completed one trial persistently
throughout the experiments, regardless of three studied visual char-
acteristics and the intensity of rotation gains, this observation is
similar to the previous work [45]. To study the effect of different
scenes’ visual characteristics on 2AFC question accuracy within
each block of trials, we first dropped the gain value of 1.0 in our
collected user data. Then, we count the percentage of user accuracy
in the 6 remaining gains trials by comparing user response to the
ground truth. After removing 5.75% of outlier data, a linear model
was fitted on the remaining data. The best-fit model of accuracy
includes all three scene visual characteristics and their interactions
as fixed effects with the random effects of UserID, Day, and Block.
A significant effect (t(1376) = 2.013, p = 0.046,m.r2 = 0.022) was
found in the analysis factor of Spatial Size. When we compared
the accuracy across 8 studied scenes with a boxplot in Figure 5,
participants appeared to have slightly higher accuracy in room set-
tings, which aligns with the higher slope value observed in Figure
3e, suggesting a potential increase in sensitivity to rotation gains in
room settings.

4.4 Effect of Temporal Variables
To study the influence of short-interval, temporal variable effects on
the rotation gains, the factors of Day and Session are included. Due
to the Latin square design, the PSEs saw no significant effect across
all four experiment days. The only exception was between Day 2 and
Day 4 as a decreasing trend of PSE was observed (see Figure 4d).
Similarly, a significant effect of PSE was found between sessions 1
and 2 (see Figure 4f). A significant effect of Day on the slope was
consistently observed (see Figure 4e). The slope showed a consistent
increasing trend over multiple days. It began at a value of 0.15
and rose steadily, reaching 0.20 by the final day. When comparing
the slope values between consecutive days, statistically significant
differences were detected for nearly all day-to-day comparisons. The
only exception was between day 1 and day 2, where the slope did not
exhibit a notable change during that specific period. Apart from that,
the slope demonstrated an ascending pattern across the days (see
Figure 4e and 4a). This suggests that Day had a meaningful effect on
the slope of the detection curve. However, the Session slope shows
no significant effect, indicating that, the user’s sensitivity of rotation
gain is not different from two sessions within a day. This indicated
that it had no meaningful effect and this result agreed with all the
empirical works [10, 60] where a carry-over effect did not occur in
two consecutive experiment sessions, even when a participant was
exposed to VR scenes with different visual characteristics settings
in our study. The estimated PSE and detection threshold values are
summarized in Table E and 2. Overall, Session has almost negligible
impact on the PSE values in our study.

To further study the effect of Day and Session, the LDT and HDT
values of each participant were then analyzed using LMMs method.
Of the data points, 4.72% were removed as outliers. Both best-fit
models of LDT and HDT include Day, Session, and their interaction
as fixed effects. Both LDT and HDT have the same random ef-
fects in UserID and SpatialSize. A significant difference (t(1089) =
3.235, p = 0.001,m.r2 = 0.0098) was found in the Day effect for
LDT. Meanwhile, no significant effect was found in Session nor in-
teraction effect was found between Day and Session. For HDT, apart
from the Day effect (t(1089) = −3.350, p < 0.001,m.r2 = 0.049),
no significant effect was found in Session nor interaction effect was
found between Day and Session for HDT. In Table B, LDT and HDT
section, a low beta, and standard error were observed for Day, but
the high t-value indicates that the model has high evidence of reject-
ing the null hypothesis while demonstrating extremely low p-values
p < 0.001 in both LDT and HDT. To delve in further, we plot out
both the box plot and the linear regression of data and observed
an apparent trend in both LDT and HDT. Both values converge to
the gain value of 1 across days as depicted in Figure 4c. To study
the temporal variable effects on the trial completion time, we used
the same data processing steps mentioned in section 4.3 but we in-
cluded the block as an additional fixed effect this time. A 6.01% of
outlier data was removed and the best-fit model of trial completion
time includes Day, Session, Block, Gain and all their interactions
as fixed effects, with the random effects of UserID and Block. No
significant effect nor interaction effect was observed, which indi-
cated that throughout the experiments, participants experienced and
completed one trial in similar time lengths, regardless of any tem-
poral effect and the intensity of rotation gains. Similarly, in the
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accuracy analysis using LMMs, we used the same data processing
steps mentioned in section 4.3 for computing accuracy. After remov-
ing 5.75% of outlier data, the best-fit model of accuracy includes
Day, Session, Block, and all their interactions as fixed effects, with
the random effects of UserID and SpatialSize. A significant effect
(t(1376) = 3.846, p < 0.001,m.r2 = 0.011) was found with the set-
ting of Day. When we compared the accuracy across 4 studied days
with a boxplot in Figure 4h, it is obvious that participants have a
rising trend of accuracy across the days. The trend is coherent with
the findings of increasing slope value in 4e from Day 1 to Day 3,
which also explains why the RGTs of participants converge across
the days, as depicted in Figure 4c.

Table 3: LMMs Parameters of SSQ Delta scores

Fixed Effect β Std. Error t (236) p− value m.r2

Nausea
(Intercept) 3.984 2.102 1.896 0.059 1.8e-02
Day 0.325 1.107 0.293 0.769 4.1e-04
Session −4.267 2.853 −1.495 0.136 1.1e-02
Day:Session −0.013 1.560 −0.008 0.994 3.2e-07

Disorientation
(Intercept) 14.807 4.386 3.376 0.001 6.9e-02
Day −1.361 2.150 −0.633 0.528 1.9e-03
Session −6.419 5.528 −1.161 0.247 6.6e-03
Day:Session −0.781 3.021 −0.258 0.796 3.3e-04

Oculomotor
(Intercept) 3.965 1.707 2.323 0.021 2.7e-02
Day 0.506 0.898 0.563 0.574 1.5e-03
Session −4.473 2.314 −1.933 0.055 1.8e-02
Day:Session −0.194 1.264 −0.153 0.878 1.2e-04

Overall
(Intercept) 4.927 1.472 3.346 0.001 6.3e-02
Day −0.269 0.739 −0.364 0.716 6.4e-04
Session −2.762 1.900 −1.454 0.148 1.0e-02
Day:Session −0.237 1.038 −0.228 0.820 2.5e-04

4.5 Simulator Sickness
We measured simulator sickness by analyzing the SSQ submitted
by the user, and followed the standard procedure listed in [24] to
calculate the SSQ total score. We first fitted LMMs to study the three
VR scene visual characteristics following the same procedure in 4.3
to study their influence to the SSQ total score. However, we observed
no significant difference or interference in them. This indicated that
participants experienced an equal amount of sickness regardless of
VR scene visual characteristics throughout the four-day experiment.
We then applied the same methods to study the SSQ total score over
the temporal variables. For session, we found a pairwise significant
difference between Session 1 Start- Session 1 End, Session 1 Start-
Session 2 End, and Session 2 Start - Session 2 End as depicted in
Figure 6, while the SSQ total scores are generally lower compared
to previous work [45]. No pairwise significant effects were observed
for Day.

To further study the users’ difference in SSQ score in each session
of four days, we followed the previous method [10] to compute the

delta of SSQ score, (i.e. end of session score minus start of session
score) and fit LMMs with each of the four SSQ factors. In Table 3,
we observed no significant difference in four delta SSQ factors over
the Session and Day, indicating that the users’ state was equivalent
at the end of both VR scenes, and user perception of rotation gains
is equal in both sessions. This result is consistent with the previous
experiments [10, 18, 53, 60].
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Figure 6: The SSQ total score recorded in the session 1 start,
session 2 end, session 2 start, and session 2 end. * denotes 0.01 <
p < 0.05; ** denoted 0.001 < p < 0.01; *** denotes p < 0.001.

5 DISCUSSION
Our main objective is to assess whether different VR scenes with
varying visual characteristics or temporal variables alter the per-
ception of rotation gains in VEs. In this section, we integrated all
the independent variables studied in our experiment for an in-depth
discussion.

Findings Through the results of psychometric curve analysis, we
conclude that only the scene visual characteristics of Spatial Size
significantly influence the perception of rotational speed, as both
fitted parameters of PSE and slope were significantly different. While
the sensitivity of the participants in room settings is significantly
higher, the accuracy of participants’ trials is also generally higher
in room settings through the LMM parameters analysis. We did
not observe a significant difference in RGTs among the three scene
visual characteristics through LMM analysis. However, we observed
both the RGTs are higher in room settings as compared to landscape
settings, as evident in Table 1. The trial completion time was not
significantly different among the three scene visual characteristics
and gain, indicating that the user completed the rotation task and
answered 2AFC questions in a similar time interval. It is worth
noting that, all the fixed effect’s intercepts are strongly significantly
different (p < 0.001) from zero, and the baseline (intercept) results
are highly unlikely to have occurred by random chance.

Our measured RGTs in Table 1 generally fall within the range
of previously recorded rotation gain thresholds, spanning from 0.84
to 1.41. Despite the exclusion of gains 0.5, 0.6, 1.4, and 1.5 in our
experiment, and our measured values being skewed more towards
1, our results still closely align with the measurements reported in
Paludan et al.’s work [44]. Importantly, other studies on rotation gain
introduce visual navigation indicators such as arrows or pointers
[10, 60, 67] to guide the user, potentially influencing their perception
of rotation speed. Our work eliminates such additional factors.

With the balancing effect, we did not observe any interactions
among the three scene visual characteristics through LMMs analysis.
These results reassure the findings from previous work [44] in most
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cases in which users are insensitive to the visual density when the vir-
tual scene is complex. One possible explanation is that the foveated
attention is not fixed on certain objects when users are rotating, un-
like translation [43]. In the dimension of realism, our study aligned
with a previous study on translation gain[59] that different textures
and global illumination do not affect perception. For spatial size, one
possible explanation of the significant effect might be that the AoD
is an important cue to egocentric distance perception in VE [14]
and PSE value can be influenced by the AoD, as shown in Figure
3a. However, this finding requires further verification, as the effect
size of accuracy, indicated by a small marginal r2 of 0.022, suggests
that the model explains only a limited portion of the variance, as
depicted in the spatial size accuracy section in Table A.

Another interesting finding from our experiment is that, even
though a Latin Square design was implemented, we still observed
an adaptation effect in our experiment. In Table B, we see Day has a
significant effect on LDT, HDT, and Accuracy, but is not significant
for Trail Completion Time. The range of detection thresholds skewed
inwards towards the PSE value across four overnight sessions and
increasing sensitivity from day 1 to 4, see Table 2, and evidenced
by the result of the temporal effects psychometric curve in Figure
4a. This pattern extends the findings from previous works [45],
indicating an adaptation effect in VR users can occur over Day,
with an overnight break, compared to weeks. Furthermore, these
counterbalanced effects observed throughout the four days may also
explain why we achieved tighter rotation gain thresholds. Based
on our rigorous analysis on the temporal variables, the resulting
adaptation effects have a higher impact on the perception of rotation
speed and RGTs, as compared to the scene visual characteristic,
based on the p-value results obtained in Table A and B.

Surprisingly, our findings differ from those of Bölling et al.[4],
who found that increased exposure to curvature gain decreased sen-
sitivity to manipulation. Our study shows that increased exposure
increased sensitivity. This difference might arise from variations in
experimental conditions or the specific types of gain manipulations
used. The divergent result of RGTs in Figure 4c highlights the need
for further research to understand how different factors, such as the
type and duration of exposure, influence sensitivity to manipulation.

Application In terms of rotation gain application, our results
suggest adjusting rotation gain thresholds based on the spatial size
of the VR scene. For instance, one may apply lower RGT values
in landscape settings, as depicted in Table 1. We recommend VR
application developers adjust the PSE value and DTs, based on the
results in Table 1. In a landscape scene, the PSE value and DTs
are recommended to be set 0.1 lower than the room settings. Our
findings can potentially support user-centered gain recommendation
methods and dynamic gain adjustment methods based on the Spatial
Size of VE. In the future, our discoveries can be integrated into a VR
content analysis system to extract the semantics of VR scenes and
intelligently adjust the LDT, HDT, and PSE. Our work’s findings
can also serve as the guidelines for VR content generation.

The second application of our work suggests that we consider
manipulating the detection thresholds for rotation gains based on the
VR longitudinal usage of the user [45]. We found that our partici-
pants have "learned" the rotation gains across time, in our four-day
experiment. This indicated that such learning ability might be related
to the ability to adapt to the gain during VR navigation. Together

with previous work, the insights generated by our work suggested
that gain can be something to "learn" and it can adjusted dynamically
in redirection controllers based on users’ time usage patterns.

6 LIMITATION AND FUTURE WORK
The first limitation of our work is the lack of experimental power
by using the two-level categorical variables in three scene visual
characteristics, rather than using continuous variables. For now, the
three primary factors in this study are predominantly defined in
semantic terms rather than through highly precise, quantification of
what constitutes low visual density and low realism in a VR scene.
Further studies on various levels of realism and visual density that
can be quantitatively defined are needed. Based on our findings,
an experiment setting with continuous AoD in VE design is worth
exploring for modeling the rotation gain DTs given different spatial
sizes in different VEs. Our current results only demonstrate an effect
on PSEs and slope values, with a small effect size for accuracy, and
neither RGT in this dimension showed a significant effect. These
limitations might be due to the medium sample size used in our
2x2x2 experimental design. In addition, investigating the correlation
between the time interval and the level of rotation gain adaptation
will be an interesting topic to explore. For example, whether the
rotation gain adaptation effect will be more pronounced when a
user is constantly exposed to rotation gain in a shorter time interval
(day) as compared to a longer time interval (week)? By considering
the effects of scene visual characteristics and time usage patterns
(i.e., learning mechanisms) together, the applicability of threshold
ranges can be optimized for user personalization, thus benefiting
applications such as real-time VR content generation.

Secondly, we excluded the extreme values (0.5, 0.6, 1.4, and 1.5)
of rotation gain that were commonly examined in previous studies
and did not test them in this experiment. This had a direct impact on
the fitted range of rotation gain thresholds, causing the RGTs values
to be closer to 1 compared to previous works. In the future, adding
the response of the user towards extreme values is expected to bring
the fitted values closer to the previous work. Furthermore, the effects
of dynamic objects such as avatars or interactive objects on rotation
gain thresholds should also be further investigated.

7 CONCLUSION
In this study, we examined the effects of scene visual characteristics
and short-term temporal variables on the perception of rotation speed
in a fully immersed VR environment. By explicitly designing eight
experimental conditions, we found significant differences in the PSE
where participants are more sensitive in the room settings compared
with the landscape settings. The significant effects of participants’
sensitivity to visual density and realism are not found. Additionally,
in a temporal analysis, we found that our participants have "learned"
to detect the rotation gains, in a four-day experiment. Both PSE and
RGTs have shown significant effects as participants’ sensitivity and
accuracy are increasing over days. A lower p-value in LLM analysis
indicated that the short-term temporal effect of overnight break is
another predominant factor, even when users experience different
visual stimuli in VEs, such as different visual characteristic settings
in our study.
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A APPENDIX TABLE 1

Table 4: Scene Visual Characteristic effects of Spatial Size, Real-
ism, and Visual Density Models Parameters. Bold values denote
the statistical significance of p < 0.05.

Fixed Effect β Std. Error t (n) p− value m.r2

LDT (n = 1089)
(Intercept) 0.918 0.017 54.558 <0.001 9.8e-01
Realism 0.022 0.014 1.534 0.125 2.3e-03
VisualDensity 0.002 0.014 0.122 0.903 1.4e-05
SpatialSize 0.024 0.018 1.383 0.170 2.1e-02
Realism:VD 0.002 0.020 0.087 0.931 7.2e-06
Realism:SS 0.008 0.020 0.403 0.687 1.6e-04
VisualDensity:SS 0.018 0.020 0.899 0.369 7.7e-04
Realism:VD:SS −0.044 0.028 −1.559 0.119 2.3e-03

HDT (n = 1089)
(Intercept) 1.021 0.018 55.755 <0.001 1.0e+00
Realism 0.010 0.016 0.595 0.554 5.3e-03
VisualDensity 0.005 0.016 0.301 0.764 8.4e-04
SpatialSize 0.012 0.015 0.775 0.441 8.5e-03
Realism:VD −0.002 0.019 −0.080 0.937 6.8e-06
Realism:SS −0.007 0.025 −0.297 0.768 1.6e-03
VisualDensity:SS 0.001 0.019 0.040 0.968 1.6e-06
Realism:VD:SS −0.004 0.029 −0.135 0.893 1.9e-05

Trail Time (n=9631)
(Intercept) 8.957 1.717 5.217 <0.001 1.0e-01
SpatialSize −1.918 2.275 −0.843 0.399 7.4e-05
VisualDensity 0.454 2.275 0.199 0.842 4.1e-06
Realism −1.386 2.276 −0.609 0.543 3.9e-05
Gain 0.498 1.577 0.316 0.752 1.0e-05
SpatialSize:VD −2.947 3.217 −0.916 0.360 8.7e-05
SpatialSize:R −0.811 3.219 −0.252 0.801 6.6e-06
VisualDensity:R −0.686 3.219 −0.213 0.831 4.7e-06
SpatialSize:G 0.980 2.231 0.439 0.660 2.0e-05
VisualDensity:G −0.897 2.231 −0.402 0.688 1.7e-05
Realism:G 0.314 2.231 0.141 0.888 2.1e-06
SpatialSize:VD:R 3.343 4.554 0.734 0.463 5.6e-05
SpatialSize:VD:G 3.403 3.154 1.079 0.281 1.2e-04
SpatialSize:R:G 1.950 3.155 0.618 0.537 4.0e-05
VisualDensity:R:G 1.005 3.154 0.319 0.750 1.1e-05
SpatialSize:VD:R:G −3.142 4.462 −0.704 0.481 5.2e-05

Accuracy (n = 1376)
(Intercept) 82.086 2.254 36.413 <0.001 9.9e-01
SpatialSize 3.141 1.560 2.013 0.046 2.2e-02
VisualDensity 2.606 2.369 1.100 0.321 1.9e-01
Realism 2.558 2.179 1.174 0.282 1.8e-01
SpatialSize:VD −2.298 2.016 −1.140 0.255 1.0e-03
SpatialSize:R 0.237 2.084 0.114 0.910 1.1e-05
VisualDensity:R −2.077 2.056 −1.010 0.313 9.8e-04
SpatialSize:VD:R 0.400 2.930 0.136 0.892 2.8e-05
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B APPENDIX TABLE 2

Table 5: Temporal variable effects of Day, Session, and Block
Models Parameters. Bold values denote the statistical signifi-
cance of p < 0.05.

Fixed Effect β Std. Error t (n) p− value m.r2

LDT (n = 1089)
(Intercept) 0.924 0.022 42.110 <0.001 1.0e+00
Day 0.015 0.005 3.235 0.001 9.8e-03
Session 0.013 0.012 1.072 0.284 1.1e-03
Day:Session −0.013 0.007 −1.951 0.051 3.6e-03

HDT (n = 1089)
(Intercept) 1.066 0.014 75.626 <0.001 9.9e-01
Day −0.018 0.005 −3.350 0.001 4.9e-02
Session −0.026 0.014 −1.867 0.063 1.4e-02
Day:Session 0.006 0.007 0.830 0.407 2.9e-03

Trail Time (n=9631)
(Intercept) 8.503 2.368 3.590 <0.001 1.8e-03
Day −0.932 1.246 −0.748 0.455 5.8e-05
Session 5.227 3.296 1.586 0.113 2.6e-04
Block −0.527 0.778 −0.678 0.498 4.8e-05
Gain 2.953 2.285 1.292 0.196 1.7e-04
Day:Ses −2.965 1.762 −1.683 0.092 3.0e-04
Day:Blo 0.192 0.416 0.461 0.645 2.2e-05
Session:Blo −0.853 1.100 −0.776 0.438 6.3e-05
Day:G −0.342 1.222 −0.280 0.780 8.2e-06
Session:G −5.873 3.232 −1.817 0.069 3.4e-04
Block:G −0.023 0.763 −0.030 0.976 9.2e-08
Day:Ses:Blo 0.548 0.588 0.932 0.351 9.1e-05
Day:Ses:G 3.267 1.728 1.891 0.059 3.7e-04
Day:Blo:G −0.003 0.408 −0.007 0.995 4.9e-09
Session:Blo:G 0.927 1.078 0.859 0.390 7.7e-05
Day:Ses:Blo:G −0.615 0.577 −1.066 0.287 1.2e-04

Accuracy (n = 1376)
(Intercept) 79.716 2.326 34.271 <0.001 9.9e-01
Day 3.098 0.805 3.846 <0.001 1.1e-02
Session 3.097 2.121 1.460 0.144 1.6e-03
Block 0.600 0.499 1.204 0.229 1.1e-03
Day:Ses −1.372 1.135 −1.209 0.227 1.1e-03
Day:Blo −0.194 0.266 −0.729 0.466 4.0e-04
Session:Blo −0.081 0.705 −0.114 0.909 9.8e-06
Day:Ses:Blo −0.250 0.377 −0.663 0.507 3.3e-04

C LATIN SQUARE SETTING

Participant Scene Sequence

1 to 4 1, 2, 3, 4, 5, 6, 7, 8
5 to 8 2, 3, 4, 5, 6, 7, 8, 1
9 to 12 3, 4, 5, 6, 7, 8, 1, 2
13 to 16 4, 5, 6, 7, 8, 1, 2, 3
17 to 20 5, 6, 7, 8, 1, 2, 3, 4
21 to 23 6, 7, 8, 1, 2, 3, 4, 5
24 to 26 7, 8, 1, 2, 3, 4, 5, 6
27 to 29 8, 1, 2, 3, 4, 5, 6, 7

D APPENDIX TABLE 4

Table 6: Scene Visual Characteristics Psychometric Parameters.

PSE Slope

Estimate 95% CI Estimate 95% CI

Landscape 0.973 [0.966, 0.980] 0.158 [0.150, 0.166]
Room 0.995 [0.988, 1.00] 0.175 [0.167, 0.183]

High Vis 0.982 [0.975, 0.988] 0.168 [0.160, 0.175]
Low Vis 0.985 [0.979, 0.993] 0.166 [0.158, 0.174]

High Real 0.978 [0.971, 0.988] 0.166 [0.158, 0.174]
Low Real 0.990 [0.981, 0.998] 0.167 [0.158, 0.175]

E APPENDIX TABLE 5

Table 7: Day and Session Psychometric Parameters

PSE Slope

Estimate 95% CI Estimate 95% CI

Day 1 0.990 [0.979, 1.000] 0.144 [0.135, 0.155]
Day 2 0.991 [0.981, 1.01] 0.144 [0.132, 0.154]
Day 3 0.981 [0.971, 0.993] 0.177 [0.163, 0.187]
Day 4 0.974 [0.964, 0.986] 0.201 [0.187, 0.214]

Session 1 0.992 [0.985, 1.000] 0.172 [0.164, 0.181]
Session 2 0.976 [0.969, 0.984] 0.161 [0.154, 0.171]
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